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VARIATION, REPETITION, AND CHOICE

JOSELE ABREU-RODRIGUES, KENNON A. LATTAL, CRISTIANO V. DOS SANTOS, AND
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Experiment 1 investigated the controlling properties of variability contingencies on choice between
repeated and variable responding. Pigeons were exposed to concurrent-chains schedules with two
alternatives. In the REPEAT alternative, reinforcers in the terminal link depended on a single se-
quence of four responses. In the VARY alternative, a response sequence in the terminal link was
reinforced only if it differed from the n previous sequences (lag criterion). The REPEAT contingency
generated low, constant levels of sequence variation whereas the VARY contingency produced levels
of sequence variation that increased with the lag criterion. Preference for the REPEAT alternative
tended to increase directly with the degree of variation required for reinforcement. Experiment 2
examined the potential confounding effects in Experiment 1 of immediacy of reinforcement by
yoking the interreinforcer intervals in the REPEAT alternative to those in the VARY alternative.
Again, preference for REPEAT was a function of the lag criterion. Choice between varying and
repeating behavior is discussed with respect to obtained behavioral variability, probability of rein-
forcement, delay of reinforcement, and switching within a sequence.
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Two lines of operant research, both con-
cerned with the controlling sources of behav-
ioral variability, have challenged the conclu-
sion that behavioral stereotypy is an inherent
and inevitable result of contingencies of re-
inforcement (e.g., Schwartz, 1980, 1982a,
1982b). One line, characterized by the ab-
sence of operant contingencies between re-
sponse variation and reinforcement, has
shown a negative correlation between rein-
forcement rate and degree or amount of var-
iability in steady-state performance (e.g., An-
tonitis, 1951; Eckerman & Lanson, 1969;
Notterman & Mintz, 1965; Tatham, Wanchis-

This research was supported by a grant from the Con-
selho Nacional de Desenvolvimento Cientı́fico e Tecnol-
ógico (CNPq) to the first author. Experiment 1 was de-
rived from a doctoral dissertation submitted by the first
author to West Virginia University. Portions of these data
were presented at the annual meeting of the Association
for Behavior Analysis (Chicago, 1997), and at the reunião
anual da Sociedade Brasileira de Psicologia (Ribeirão
Preto, 1996 and 1997). The assistance of Roselany Viegas
in data collection and analysis is gratefully acknowledged.
We are indebted to Allen Neuringer for making a con-
structive suggestion for Experiment 2.

Josele Abreu-Rodrigues and Ricardo A. Matos are at
the Universidade de Brası́lia, Brazil, Kennon A. Lattal is
at West Virginia University, and Cristiano V. dos Santos is
at the Universidade de São Paulo, Brazil.

Address correspondence to the first author at the De-
partamento de Processos Psicológicos Básicos, Instituto
de Psicologia, Universidade de Brası́lia, Campus Univer-
sitário Darcy Ribeiro, Brası́lia, Distrito Federal, BRASIL,
70910-900 (e-mail: abreu@unb.br).

doi: 10.1901/jeab.2005.33-03

en, & Hineline, 1993). The other line has as-
serted that variability itself can be selected by
contingencies of reinforcement. That is, spec-
ifying that a given response sequence must
differ from those emitted recently results in
greater variation in the sequences than oc-
curs in the absence of such a requirement
(e.g., Page & Neuringer, 1985). This outcome
has been functionally related to a number of
variables, such as reinforcement history
(Hunziker, Caramori, da Silva, & Barba,
1998) and response topography (Morgan &
Neuringer, 1990).

Behavioral variability also has been investi-
gated in the context of choice. To demon-
strate that ‘‘pigeons choose systematically to
vary and to repeat their behaviors’’ (Neurin-
ger, 1992, p. 249), Neuringer trained pigeons
to vary or repeat sequences of four responses.
VARY was defined when the current sequence
differed from the three previous ones and
REPEAT was defined when the sequence was
equal to any one of the previous three se-
quences. Before each sequence occurred, a
computer selected whether VARY or REPEAT
would be reinforced. The probability of re-
inforcement of VARY or REPEAT was varied
over conditions such that the probabilities of
REPEAT reinforcement were equal to 1.0 mi-
nus the VARY probability. The percentages of
VARY sequences emitted were an increasing
function of the probability of VARY reinforce-
ment. Neuringer interpreted these findings
as evidence that choice between varying ver-



148 JOSELE ABREU-RODRIGUES et al.

sus repeating response sequences was con-
trolled by reinforcement probability, a vari-
able that he also described in terms of
relative frequency of reinforcement.

Fantino (1977) noted that in concurrent
schedules, the index of preference, or rela-
tive rate of response, is confounded by the
direct reinforcement of the two concurrent
responses. For example, FR schedules main-
tain higher response rates than VI schedules.
Consequently, when these two schedules are
concurrently arranged, higher FR rates do
not necessarily indicate preference for that
schedule. In Neuringer’s (1992) experiment,
although he claimed to be investigating
choice between varying and repeating contin-
gencies, one cannot assert preference for ei-
ther contingency because the index of pref-
erence, the ratio of VARY to REPEAT
sequences, was confounded with the effects
of reinforcement of those sequences. That is,
because the percentage of VARY sequences
was a direct function of the probability of
VARY reinforcers, this index may have
changed either because the pigeons actually
preferred one or the other type of sequence
or it may have changed because of the direct
action of reinforcement on the sequences.
Fantino proposed that a better index of pref-
erence could be obtained by using concur-
rent-chains schedules because choice could
be separated from the response patterns that
are directly reinforced.

Following Fantino’s (1977) observation,
the present experiments used concurrent-
chains schedules to assess preference for
VARY and REPEAT sequences as a function
of the required degree of variability. This al-
lowed an assessment of whether, as Neurin-
ger’s (1992) data suggest, the degree of vari-
ability is a factor in determining preference.
With this procedure it also was possible to in-
vestigate such preferences while holding
overall reinforcement rate constant.

Choice between variation and repetition
also was of interest for two reasons. First, its
demonstration would provide further evi-
dence of the sensitivity of sequences of re-
sponses to their consequences and, as a re-
sult, of the general idea of variation and
repetition as dimensions of the operant. Sec-
ond, such sensitivity is predicted by recent
findings. Doughty and Lattal (2001) showed
that variability was more resistant to disrup-

tion by prefeeding or response-independent
food delivery during blackouts than was re-
peatability. Nevin and Grace (2000) found
that pigeons’ preferences were greater for
those response alternatives that were more re-
sistant to disruption by response-independent
food and to extinction (see also Grace & Nev-
in, 1997). If variable behavior is more resis-
tant to disruption than repetitive behavior,
and if contingencies correlated with greater
resistance are preferred over those generat-
ing less resistance, then it follows that vari-
ability and repeatability contingencies should
differentially control preference.

EXPERIMENT 1

Using a concurrent-chains schedule, Ex-
periment 1 investigated choice between VARY
and REPEAT contingencies as a function of
the degree of behavioral variability required
by the contingencies. At issue was whether
choice between varying and repeating se-
quences of responses could be predicted and
controlled by the level of sequence variability.
If the variability requirement is a good pre-
dictor of preference, a systematic relation be-
tween preference and behavior variation
should be observed.

METHOD

Subjects

Four experimentally naive White Carneau
pigeons (P10, P20, P30, and P40) were main-
tained at 75% to 80% of their free-feeding
weights throughout the experiment. The pi-
geons were housed individually with free ac-
cess to grit and water in a temperature-con-
trolled room with a 12:12 hr light/dark cycle.
Supplementary food was given 1 hr after the
end of the session as necessary to maintain
prescribed weights.

Apparatus

The experimental chamber had a workspa-
ce measuring 29.5 cm long, 31 cm deep, and
32 cm high. Four 2.8 cm diameter, translu-
cent keys were displayed horizontally on the
work panel, 22 cm above the floor, with 9 cm
separating the two middle keys and 3 cm sep-
arating each of the outermost keys. The keys
are identified here, from left to right, as Keys
1, 2, 3, and 4. The keys were transilluminated
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by red, white, or green lights. Pecks on an
illuminated key at a minimum force of 0.14
N operated the key. A Gerbrands food mag-
azine delivered mixed grain through an ap-
erture (4.5 cm by 6 cm) centered in the mid-
dle of the work panel and located 7.5 cm
above the floor. A white houselight was locat-
ed in the lower-right corner of the work pan-
el. The houselight and the keys were dark-
ened and inoperative during 3-s grain
presentations, when the hopper was illumi-
nated by a white light. A Sonalertt tone gen-
erator, located behind the work panel, pro-
vided an auditory stimulus. The chamber was
housed in a light- and sound-attenuating box
equipped with a fan for ventilation and mask-
ing noise. A Tandy 1000 TX microcomputer
connected to the chamber by a MED-PCt in-
terface system arranged the experimental
conditions and recorded the pigeons’ re-
sponding. MED-PCt software was used to pro-
gram the experimental contingencies.

Procedure

Preliminary REPEAT/VARY training. Previ-
ous studies have shown that, when variability
is not demanded, the most frequent four-re-
sponse sequence is one of responding on a
single operandum, followed by the LRRR and
RLLL (L for left-key responses and R for
right-key responses) sequences (McElroy &
Neuringer, 1990; Morgan & Neuringer,
1990). Based on that finding, the REPEAT se-
quence throughout this study was LRRR; the
LLLL or RRRR sequences were not selected
to require the use of both keys during the
REPEAT and VARY conditions.

The training of the REPEAT sequence oc-
curred in several stages, and was similar to
that provided by Cohen, Neuringer, and
Rhodes (1990). During the REPEAT training,
two keys were white: Keys 1 (left) and 2
(right) for Pigeons P30 and P40, and Keys 3
(left) and 4 (right) for Pigeons P10 and P20.
In Stage 1, only the right key was illuminated.
Two consecutive right-key responses were re-
quired for reinforcement. In Stage 2, rein-
forcers followed three consecutive right-key
responses. In Stage 3, the left key was initially
illuminated. A left-key response darkened
that key and illuminated the right key. Three
consecutive right-key responses resulted in re-
inforcement. In Stage 4, both left and right
keys were illuminated simultaneously. One

left-key response followed by three right-key
responses resulted in reinforcement. Left-key
responses after the first left-key response, and
right-key responses at the beginning of the
session or after reinforcement, had no con-
sequences. A left-key response after the first
right-key response initiated a 5-s blackout
(BO) during which the chamber was dark
and the Sonalert was on continuously. In
Stage 5, the reinforcement contingencies
were similar to those in Stage 4 except that
the BO also followed right-key responses at
the beginning of the session or after rein-
forcement. In Stage 6, reinforcement was
contingent upon the emission of the LRRR
sequence. Any response that disrupted this
sequence immediately produced the BO. In
Stage 7, the LRRR sequence was required for
reinforcement but now BOs occurred only at
the end of a four-response sequence. Thus
any other sequence of four responses termi-
nated in BO. During these stages, each of the
first three key pecks was followed by a 0.5 s
darkening of the response key. Responses to
the darkened key and during the BO reset
the interval and were not counted towards
the REPEAT contingency (cf. Neuringer,
1991). Reinforcement and BO were immedi-
ately followed by a new trial. Each session
ended after 60 reinforcers.

When at least 50% of the REPEAT sequenc-
es were reinforced for three consecutive ses-
sions, the VARY contingency was introduced.
During this contingency, two keys were green:
Keys 1 and 2 for Pigeons P10 and P20, and
Keys 3 and 4 for Pigeons P30 and P40. Each
VARY sequence consisted of four responses,
with each of the first three responses produc-
ing a 0.5 s darkening of the response key. A
sequence was reinforced if it met the vari-
ability criterion; otherwise it initiated a 5-s
BO during which tone alternated with no
tone every 500 ms. The VARY sequences in-
cluded the sequence that was always used in
REPEAT and also sequences that used only
one key. The VARY contingency alternated
with the REPEAT contingency according to a
multiple schedule. Initially, each session be-
gan with the REPEAT contingency. When 10
REPEAT reinforcers were obtained, the VARY
contingency then operated for 50 reinforcers.
This difference in the frequency of VARY and
REPEAT reinforcers per session was imple-
mented because, prior to this point in the ex-
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periment, the pigeons had accumulated
more reinforcers for REPEAT sequences than
for VARY sequences. When the total numbers
of VARY and REPEAT reinforcers obtained
since the beginning of training was approxi-
mately the same, sessions began randomly
with either the REPEAT or VARY component.
Each component lasted until 10 reinforcers
had been earned, and was followed by a 5-s
intercomponent interval during which the
chamber was dark, but unlike the BOs, no
tone was presented. Each session lasted for 60
reinforcers throughout the REPEAT/VARY
training.

Across three training conditions, the de-
gree of variability required for reinforcement
was manipulated according to a lag proce-
dure (Page & Neuringer, 1985). To be rein-
forced in the VARY component, a sequence
had to differ from the immediately preceding
sequence (Lag 1 criterion), from each of the
last three sequences (Lag 3 criterion), or
from each of the five previous sequences
(Lag 5 criterion) in different conditions of
the experiment. Each lag criterion remained
in effect until at least 50% of the VARY and
50% of the REPEAT sequences were rein-
forced over three consecutive sessions. The
preliminary training typically was completed
within 90 sessions.

Concurrent-chains training. Figure 1 illus-
trates the concurrent-chains procedure used
to investigate preference for VARY versus RE-
PEAT contingencies. In the initial links, Keys
2 and 3 were red, and a concurrent variable-
interval (VI) 30-s VI 30-s schedule was pro-
grammed according to Stubbs and Pliskoff’s
(1969) procedure. Thus the VI schedules,
generated according to the Fleshler and
Hoffman (1962) progression with 12 inter-
vals, operated interdependently. That is, after
an average of 30 s, a terminal link entry was
arranged on either Key 2 or Key 3. A single
peck on the appropriate key initiated its ter-
minal link; pecks on the other key were in-
effective. Once a terminal link entry was as-
signed, the VI timer stopped until the end of
the intertrial interval (ITI).

REPEAT and VARY contingencies were
available in the terminal links. The arrange-
ment of these contingencies was similar to
that in the REPEAT/VARY training. With
both contingencies, each trial consisted of a
sequence of four responses. Each of the first

three responses darkened the keylight for 0.5
s. Responses to either darkened key reset the
0.5-s period, but these responses were not
counted toward the sequence requirement.
The fourth response terminated the trial. If
the sequence requirement was met, a 3-s re-
inforcer ensued. Otherwise, a 5-s BO oc-
curred, during which the chamber was dark,
the keys were inoperative, and a continuous
(REPEAT condition) or intermittent (VARY
condition) tone was presented. Responses
during the BO reset the 5-s interval. A new
trial began immediately after the reinforcer
or BO.

During REPEAT terminal links, the keys
were white, and reinforcement was contin-
gent on the occurrence of a single sequence
(LRRR). During VARY terminal links, the
keys were green, and a Lag n variability con-
dition operated such that a sequence was re-
inforced only if it differed from the previous
n sequences. Each terminal link remained in
effect until five reinforcers were obtained. To
maintain a constant overall reinforcement
rate, a timeout (TO) was added after the fifth
reinforcer for the shorter terminal link,
which was always the REPEAT one, such that
the total time in both terminal links was
equal. The TO duration was determined with-
in each session. For example, if it took the
pigeon 50 s to complete the VARY terminal
link, but only 30 s to complete the REPEAT
terminal link, an additional 20-s period was
introduced after the fifth REPEAT reinforcer
was delivered (see Figure 1). During the TO,
the keylights were off but the houselight re-
mained on. The delivery of the fifth reinforc-
er, or the end of the TO, initiated a 5-s ITI,
followed by the start of another initial link.
The ITI and BO were similar except that: (a)
ITIs did not include the presentation of the
tone, and (b) ITIs occurred at the end of the
terminal link whereas BOs occurred after in-
correct sequences. The first two terminal
links of the concurrent-chains schedule in
each session were forced ones, with one oc-
currence of either the VARY or the REPEAT
components randomly ordered across ses-
sions. They were considered warm-up termi-
nal links and were excluded from the data
analysis.

For Pigeons P10 and P20, pecks on the left
initial-link key (Key 2) produced the VARY
terminal link that operated on Keys 1 and 2
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Fig. 1. Schematic diagram of the concurrent-chains schedule in Experiment 1.

whereas pecks on the right initial-link key
(Key 3) led to the REPEAT terminal link,
which was in effect on Keys 3 and 4. For Pi-
geons P30 and P40, left initial-link key re-
sponses initiated the REPEAT terminal link
(Keys 1 and 2) whereas right initial-link key

responses initiated the VARY terminal link
(Keys 3 and 4).

Table 1 shows the order of experimental
conditions and the number of sessions per
condition. The lag variability criterion in the
VARY terminal link was manipulated across
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Table 1

Total number of sessions and average number of se-
quences per reinforcer for the REPEAT and VARY ter-
minal links in each condition of Experiment 1. Data are
averaged over six sessions. Standard deviations are shown
in parenthesis.

Subjects Conditions Sessions

Sequences per
reinforcer

Repeat Vary

P10 Lag 5

Lag 1

Lag 10

Lag 5

32

31

36

35

1.1
(0.1)
1.1

(0.1)
1.1

(0.1)
1.2

(0.1)

1.8
(0.3)
1.3

(0.1)
2.1

(0.2)
1.6

(0.2)

P20 Lag 5

Lag 1

Lag 10

Lag 5

48

36

34

33

1.1
(0.0)
1.1

(0.1)
1.1

(0.1)
1.1

(0.1)

1.9
(0.2)
1.2

(0.1)
2.5

(0.2)
1.7

(0.1)

P30 Lag 5

Lag 10

Lag 1

Lag 5

35

30

32

35

1.3
(0.1)
1.3

(0.1)
1.4

(0.2)
1.3

(0.1)

1.7
(0.2)
2.4

(0.4)
1.5

(0.1)
1.7

(0.2)

P40 Lag 5

Lag 10

Lag 1

Lag 5

38

32

34

33

1.3
(0.1)
1.4

(0.1)
1.2

(0.1)
1.1

(0.4)

1.5
(0.1)
2.5

(0.3)
1.1

(0.1)
1.5

(0.1)

experimental conditions. In the initial con-
dition, the pigeons were exposed to a Lag 5
criterion. Two pigeons then were exposed to
Lag 1 followed by Lag 10, and the remaining
2 to Lag 10 followed by Lag 1. Finally, all pi-
geons were returned to Lag 5. Each lag re-
quirement was in effect until the relative
number of responses in the initial link (RE-
PEAT responses/total responses), averaged
over three sessions, differed by no more than
0.05 from the average of the three previous
sessions. Sessions were conducted 6 days a
week. Each session ended after eight left and
eight right terminal links, excluding warm-up
terminal links.

RESULTS

The following analysis is based on choice
outcomes followed by REPEAT and VARY
performances in the terminal links during
the last six sessions of each condition.

Performance in the Initial Links

Figure 2 shows the results on choice be-
tween varying and repeating contingencies.
Choice was measured by dividing the number
of responses in the initial-link key correlated
with the REPEAT terminal link by the total
number of responses in the initial link.
Choice proportions of 0.5 indicate that re-
sponding was distributed equally between the
REPEAT and VARY keys. Higher proportions
indicate greater responding on the REPEAT
key. Preference for the REPEAT terminal link
was least with the Lag 1 requirement and
greater with the Lag 10 requirement in the
VARY component. The Lag 1 and Lag 5 pref-
erences sometimes overlapped. That is, the
direction of the shifts in preference for RE-
PEAT tracked the lag criterion such that a
direct relation between preference for the
REPEAT terminal link and the extreme val-
ues of the lag requirement (Lag 1 and Lag
10) was obtained.

Performance in the Terminal Links

In that one purpose of Experiment 1 was
to evaluate the suitability of concurrent-
chains schedules to study choice between
varying and repeating responses, the main re-
quirement was that the REPEAT and VARY
contingencies produced distinct terminal-link
performances. Figure 3 shows U values for
each pigeon across conditions. The U value
is an index of overall sequence variability cal-
culated according to the following equation:

pi 3 [log(pi)/log(2)]
U 5 2 , (1)O

log(n)/log(2)

where p is the probability of occurrence of
sequence i, and n is the number of possible
sequences, or 16 (Neuringer, 1991; Page &
Neuringer, 1985). According to the U statis-
tic, if each of the 16 possible sequences were
emitted equally often in a given session, then
U would be equal to 1; if only one sequence
was emitted, U would be equal to 0. The de-
gree of behavioral variability engendered by
REPEAT contingencies (open bars) was
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Fig. 2. Proportion of REPEAT choices in the initial links for each condition of Experiment 1. Data are averaged
over six sessions. Error bars represent one standard deviation.

much lower than that obtained with VARY
contingencies (filled bars), with REPEAT
generating low and approximately constant U
values for all pigeons, and VARY producing
U values that changed with the lag criterion
for Pigeons P10, P20, and P30. For these pi-
geons, the Lag 1 condition engendered less
sequence variation than the Lag 5 condition,
which tended to engender levels of sequence
variation close to those observed for the Lag
10 condition. Sequence variability of Pigeon
P40 was high regardless of the lag manipula-
tions in the variability requirement.

Figure 4 shows the percentage of correct
sequences in the REPEAT (open bars) and
VARY (filled bars) terminal links for each pi-
geon in each condition. This measure was cal-
culated by dividing the number of sequences
that met the REPEAT (or the VARY) require-
ment by the total number of REPEAT (or
VARY) sequences in a session, and then mul-
tiplying the result by 100. The percentage of
correct sequences was greater in the REPEAT
than in the VARY terminal link across con-
ditions, with the exception of the Lag 1 con-

dition for Pigeon P40. The percentage of RE-
PEAT correct sequences was constant
throughout the experiment whereas the per-
centage of VARY correct sequences changed
inversely with manipulations in the lag crite-
rion.

Taken together, Figures 3 and 4 indicate
that, with more stringent criteria, VARY be-
havior tended to be more variable, but such
variation was not necessarily followed by
greater reinforcement. Across conditions, un-
der static contingencies, REPEAT behavior
remained both stereotyped and effective in
producing reinforcement.

To examine further the performance in
the terminal links, the percentage of occur-
rence of each of the 16 possible sequences
in the VARY terminal links under each ex-
perimental condition is plotted in Figure 5.
Congruent with the U values of Figure 3,
frequency distributions varied with the lag
criterion, except for Pigeon P40. The Lag
10 condition produced the flattest, and the
Lag 1 condition the sharpest, frequency dis-
tributions. An alternative way to summarize
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Fig. 3. U values in the REPEAT (open bars) and VARY (filled bars) terminal links for each condition of Experi-
ment 1. Data are averaged over six sessions. Error bars represent one standard deviation.

the variability shown in Figure 5 is to con-
sider each pigeon’s four most frequently
emitted sequences as a percentage of total
sequence occurrences. As lag increased,
this percentage tended to decrease. Across
Lags 1, 5 (averaged across determinations),
and 10, respectively, the percentages were:
for Pigeon P10, 86.1%, 58%, and 37.2%; for
Pigeon P20, 91.5%, 56.1%, and 44.2%; for
Pigeon P30, 88.0%, 47.1%, and 42.3%; and
for Pigeon P40, 48.1%, 44.7%, and 44.2%.

There is evidence that the stereotypy in
the VARY terminal link during the Lag 1
and Lag 5 conditions may reflect efficient
responding as long as such stereotypy com-
prises sequences with minimal switching.
Figure 6 presents the relative frequency dis-
tributions of the number of switches per se-
quence for the VARY responding across
conditions. Individual and average data are
shown in the left and right columns, re-
spectively. The binomial distribution pre-
dicted by random responding, that is, when
the 16 possible sequences occur equally of-
ten, is also presented in the right column

(dashed function). The left column indi-
cates that intersubject differences in the
switching distribution tended to decrease as
the lag criterion increased. With Lag 1, the
emission of any two sequences in an alter-
nated order would produce the reinforcer,
and because there were 16 possible se-
quences, the two selected sequences were
expected to be different across subjects.
With Lag 10, however, several different se-
quences (at least 11) were required for re-
inforcement such that sequence overlap-
ping across subjects would be the rule. The
right column shows that under all lag con-
tingencies, one-switch sequences occurred
more often than sequences incorporating
zero, two, or three switches. In the Lag 1
condition, mean performance tended to de-
viate from random in that zero-switch se-
quences were over represented and two-
switch and three-switch sequences were
under represented. As the lag criterion in-
creased, performance increasingly approxi-
mated the random distribution.
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Fig. 4. Percentage of reinforced sequences in the REPEAT (open bars) and VARY (filled bars) terminal links for
each condition of Experiment 1. Data are averaged over six sessions. Error bars represent one standard deviation.

Choice Versus Performance in the
Terminal Links

Figure 7 shows the log proportion of RE-
PEAT choices in the initial links as a function
of the log proportion of REPEAT reinforced
sequences in the terminal link. Solid lines are
fitted least-squares regression lines. The equa-
tion of the fitted line (y 5 ax 1 b, where a is
the slope and b is the intercept) appears in
each graph. Preference for REPEAT in-
creased as the relative percentage of rein-
forced sequences in the REPEAT terminal
link increased. The slope values showed that
proportional changes in REPEAT preference
were greater than proportional changes in
the percentage of reinforced sequences. The
R2 values ranged from .52 to .95, suggesting
that changes in preference may be accounted
for by the relative probability of REPEAT ver-
sus VARY reinforcement in the terminal links.

An analysis of log proportion of REPEAT
choices as a function of log proportions of U
values in the REPEAT terminal links, not
shown here, revealed the lack of a systematic
relation between preference and the ob-

tained level of behavioral variability for all pi-
geons.

DISCUSSION

Choice was a direct function of the degree
of variability required by the VARY contingen-
cy. This finding is consistent with Neuringer’s
(1992) suggestion that pigeons choose to vary
and repeat, but the present use of a concur-
rent-chains schedule demonstrates such pref-
erence in the absence of the confounding ef-
fects of the direct action of the reinforcement
contingency on the choice responses. Al-
though overall reinforcement rate was held
constant, thereby eliminating this variable as
a source of control, several other indirect var-
iables (Zeiler, 1977) also might have contrib-
uted to the choice along with the direct var-
iable of variability requirements.

If behavioral variability per se influences
choice, a systematic relation between the U
value and preference must be obtained. The
results obtained with Pigeon P40 indicated
that preference changed even though the U
values remained constant across conditions.
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Fig. 5. Frequency distributions of the 16 possible sequences in the VARY terminal link in Experiment 1. In each
graph, and for each condition, sequences are ordered from left to right, from the most to the least frequent one.
Data are averaged over six sessions.

For the other pigeons, the behavioral vari-
ability obtained in the terminal link also was
approximately similar with the Lag 5 and Lag
10 criteria, indicating that this variable per se
was not likely a factor in the choice perfor-
mances beyond the Lag 1 criterion. The per-
centage of correct sequences (or the proba-
bility of reinforcement), however, may not be
ruled out as a potential source of control. As
the lag criterion increased, the relative num-
ber of incorrect VARY sequences per rein-
forcer increased, and preference for REPEAT
increased correspondingly.

The TOs at the end of the REPEAT ter-
minal links also may have affected choice.
Preference for terminal links delivering sin-
gle versus multiple reinforcers is accentuated

when TOs follow the single-reinforcer termi-
nal link (Poniewaz, 1984; cf. also Dunn, Wil-
liams, & Royalty, 1987; Logan, 1965; Snyder-
man, 1983). These studies together suggest
that the addition of TOs in one terminal link
does not change the direction of preference,
but it leads to less extreme preference for
that terminal link. An analogous effect may
have occurred here such that the inclusion of
TOs in the REPEAT terminal link may have
attenuated the degree of preference for that
alternative.

Another variable that was not constant was
the delay to the first, and therefore to the
four subsequent, reinforcers in each terminal
link. Time to the first and subsequent rein-
forcers in terminal links of concurrent-chains
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Fig. 6. Frequency distributions of the number of switches per sequence for the VARY performance in each con-
dition of Experiment 1. Data are averaged over six sessions for Lag 1 and Lag 10 conditions, and over 12 sessions
for Lag 5. The left columns indicate individual performances, and the right columns show average and random
performances.

Fig. 7. Proportion of REPEAT choices in the initial links as a function of the proportion of REPEAT reinforced
sequences in the terminal links of Experiment 1. Solid lines are fitted least-squares regression lines. Data are averaged
over six sessions.
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schedules can affect initial-link responding,
with greater preference for terminal links
that represent relatively greater delay reduc-
tion to reinforcement (e.g., Fantino, 1969;
Fantino, Preston, & Dunn, 1993; Mazur, 1986;
Shull, Spear, & Bryson, 1981). Although data
on such delays were not obtained in this ex-
periment, the general effect can be discerned
from the extant data. During the Lag 1 con-
dition, because the duration as well as the
number of sequences per reinforcer in the
VARY terminal link were comparable to that
in the REPEAT terminal link (see Table 1),
the delays to each reinforcer in either link
were expected to be similar. With the two lon-
ger lag requirements, it is likely that the RE-
PEAT terminal link involved relatively shorter
delays to reinforcement because it was in-
creasingly probable that a nonreinforceable
VARY sequence would be emitted (see Table
1). The initial-link responding across the two
keys is consistent with these observations in
that preference for REPEAT increased with
increased lag requirements. The second ex-
periment investigated this issue.

EXPERIMENT 2

This experiment was performed to evaluate
the effects of the obtained variability on pref-
erence in the absence of the confounding ef-
fects of delay to reinforcement and TOs. The
interreinforcer intervals (IRIs) in the RE-
PEAT terminal link were yoked to the IRIs in
the VARY terminal link such that the REPEAT
contingency closely replicated the delays to
the first and subsequent reinforcers obtained
with the VARY contingency. Because of this
procedure, it also was possible to eliminate
the TOs following the REPEAT terminal
links.

METHOD

Subjects

Four experimentally naive homing pigeons
(P50, P60, P70, and P80) were housed in in-
dividual cages, with water and grit freely avail-
able, and with a dark/light cycle in effect.
Each was maintained at approximately 80%
of its free-feeding body weight throughout
the experiment.

Apparatus

The apparatus was slightly different than
that in Experiment 1. The experimental
chamber measured 35 cm long, 28 cm deep,
and 28 cm high. The work panel contained
four translucent keys, 2.5 cm in diameter,
horizontally displayed on the wall, and locat-
ed 18 cm above the floor. Keys 1 and 2, and
Keys 3 and 4 were 3.5 cm apart, whereas Keys
2 and 3 were 7 cm apart. A Gerbrands food
magazine delivered mixed grain through a 4-
cm by 4-cm opening centered on the work
panel, and located 4 cm above the floor. A
white houselight was set on the middle of the
opposite wall, 19 cm above the floor. A Son-
alertt tone generator was not available and
therefore was not part of the apparatus. The
other aspects of the chamber were identical
to those described for the chamber used in
Experiment 1. All events were controlled by
a 486 DX2 40 MHz microcomputer connect-
ed to the chamber by a MED-PCt interface
system.

Procedure

The preliminary REPEAT/VARY training
was as in Experiment 1. The pigeons then
were exposed to concurrent-chains training
that was similar to that in Experiment 1, with
four exceptions. First, a VI 30-s schedule was
in effect with the VARY contingencies such
that each sequence produced one of the fol-
lowing consequences: (a) if the sequence met
the lag criterion following the timing out of
the current interval, a 3-s reinforcer was de-
livered; (b) if the sequence met the lag cri-
terion, but the current VI had not elapsed,
the feeder and the feeder light were operated
for 0.5 s; and (c) if the sequence did not meet
the lag criterion, a 5-s BO was initiated. A VI
schedule also was superimposed with the RE-
PEAT contingency such that: (a) a 3-s rein-
forcer followed LRRR sequences only when
they were emitted after the current interval
had elapsed; (b) if the LRRR sequence was
emitted before the VI timed out, the feeder
and the feeder light were operated for 0.5-s;
and (c) any other sequence produced a 5-s
BO. The critical feature of this arrangement
was that the IRIs in the current REPEAT ter-
minal links were yoked to the IRIs in the last
VARY terminal link. To illustrate, if the first
VARY reinforcer was delivered 35 s after the
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Table 2

Total number of sessions, interreinforcer intervals, and
number of reinforced sequences per reinforcer for the
REPEAT and VARY terminal links in each condition of
Experiment 2. Data are averaged over six sessions. Stan-
dard deviations are shown in parenthesis.

Sub-
ject Condition

Ses-
sions

Interreinforcer
intervals (s)

Repeat Vary

Sequences per
reinforcer

Repeat Vary

P50 Lag 1

Lag 10

Lag 1

62

56

17

36.2
(3.2)
49.0
(9.4)
35.3
(3.9)

31.9
(2.5)
39.8
(7.1)
32.0
(2.7)

5.3
(0.4)
5.4

(0.8)
4.6

(0.6)

5.0
(0.4)
4.4

(0.3)
4.6

(0.5)

P60 Lag 1

Lag 10

Lag 1

67

30

14

39.9
(3.7)
44.1
(6.1)
37.3
(0.6)

31.8
(2.0)
31.2
(5.2)
30.2
(0.2)

4.6
(0.2)
6.1

(0.7)
5.5

(0.2)

4.3
(0.4)
4.9

(0.5)
4.6

(0.3)

P70 Lag 10

Lag 1

63

62

59.2
(6.4)
39.9
(2.3)

43.7
(3.8)
34.1
(2.2)

10.3
(1.0)
6.0

(0.6)

5.2
(0.6)
4.4

(0.4)
Lag 10 41 49.7

(1.6)
38.1
(1.8)

7.6
(0.3)

4.2
(0.2)

P80 Lag 10

Lag 1

Lag 10

63

56

16

41.9
(23.2)
31.1
(2.2)
46.0
(3.8)

32.4
(3.8)
27.8
(2.1)
37.0
(3.8)

7.4
(1.7)
5.9

(0.4)
7.6

(0.8)

4.7
(0.6)
5.1

(0.4)
4.7

(0.3)

beginning of the terminal link, and the sec-
ond, third, fourth, and fifth reinforcers were
delivered 45 s, 20 s, 10 s, and 40 s after the
previous one, respectively, the first REPEAT
reinforcer also was programmed to occur 35
s after the onset of the terminal link, and the
remaining four reinforcers were pro-
grammed to be delivered, following a correct
sequence, 45s, 20 s, 10 s, and 40 s after the
preceding one, respectively.

The second difference concerned the au-
ditory stimuli. In the present experiment, a
tone was not programmed in either terminal
link. The third difference was that each ses-
sion ended after six REPEAT and six VARY
terminal links, excluding the warm-up ones
(cf. Exp. 1). The final difference was that
only two lag criteria, Lag 1 and Lag 10, were
programmed in different conditions during
the VARY terminal link. Table 2 shows the or-
der of conditions and the number of sessions

at each condition for all pigeons. Other de-
tails of the procedure were as described in
the first experiment.

RESULTS

The data in Table 2 show that the IRIs for
VARY were slightly longer than the average
IRI programmed (30 s). This occurred be-
cause the interval rarely timed out immedi-
ately after a correct sequence was emitted;
consequently, after the current interval had
elapsed, the emission of a correct sequence
added time to the IRI for both REPEAT and
VARY. This additional time was greater with
Lag 10 than with Lag 1 due to the greater
number of incorrect sequences in the VARY
terminal link with the more restrictive re-
quirement. Also, the IRIs in the REPEAT ter-
minal links were consistently slightly longer
(i.e., the unconditioned reinforcement rates
were lower) than those in the VARY terminal
links (t 5 .526, p 5 .001 for Lag 1; t 5 6.623,
p 5 .001 for Lag 10). A least-squares regres-
sion analysis, not shown here, revealed no sys-
tematic relation between rates of uncondi-
tioned reinforcement and preference.

Performance in the Initial Links

For each pigeon, the proportion of RE-
PEAT choices increased when the lag criteri-
on increased, as shown in Figure 8. Also, the
differences between choice proportions in
Lag 1 and Lag 10 conditions were more ac-
centuated than in Experiment 1, probably
due to the elimination of TOs in the REPEAT
terminal link (cf. Dunn et al., 1987; Logan,
1965; Poniewaz, 1984; Snyderman, 1983).

Performance in the Terminal Links

Figure 9 indicates the U values for each pi-
geon across the three conditions. The U val-
ues for the REPEAT terminal link (open
bars) were lower than those for the VARY ter-
minal links (filled bars), and were not system-
atically affected by changes in the lag criteri-
on. The U values for VARY tended to be
higher under the Lag 10 criterion than under
the Lag 1 criterion.

The percentage of correct sequences,
shown in Figure 10, was calculated by divid-
ing the number of sequences that met the
REPEAT (or VARY) criterion, including se-
quences that produced the 0.5-s food presen-
tation (conditioned reinforcer) and those
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Fig. 8. Proportion of REPEAT choices in the initial links for each condition of Experiment 2. Data are averaged
over six sessions. Error bars represent one standard deviation.

that produced the 3-s food presentation, by
the total number of REPEAT (or VARY) se-
quences in a session, and then multiplying
the result by 100. The percentage of REPEAT
correct sequences (open bars) remained con-
stant across conditions whereas the percent-
age of VARY correct sequences (filled bars)
changed with the lag criterion. With the Lag
1 criterion, both terminal links produced
high and similar percentages of correct se-
quences; with the Lag 10 criterion, a higher
percentage of correct sequences was engen-
dered by the REPEAT contingency than by
the VARY one.

The results of Figures 9 and 10 indicate
that stringent variability requirements pro-
duced greater variation in responding than
did less stringent ones, but such greater var-
iation was not necessarily accompanied by a
higher frequency of sequences that met the
requirements for reinforcement (see also
Page & Neuringer, 1985).

Figure 11 shows frequency distributions of
each of the 16 possible sequences in the
VARY terminal link. As in the first experi-

ment, the Lag 10 condition produced flatter
distributions than the Lag 1 condition. The
percentage of total sequences represented by
the four most frequently emitted ones varied
as a function of the lag. In the Lag 1 and Lag
10 (averaged across determinations) condi-
tions, respectively, the percentages were: for
Pigeon P50, 68.2% and 39.2%; for Pigeon
P60, 89.9% and 38.6%; for Pigeon P70,
70.4% and 59.6%; and for Pigeon P80, 51.3%
and 40.1%. These results suggest, as in Ex-
periment 1, that the pigeons’ behavior varied
only enough to meet the lag criterion, and
with minimal switching between keys.

Figure 12 shows the relative frequency dis-
tributions of the number of switches per se-
quence. The left column indicates individual
data and the right column shows average data
as well as the binomial distribution predicted
by random performance. The results repli-
cated those found in Experiment 1. For all
subjects, one-switch sequences were either
the most frequent ones (Lag 1) or occurred
as often as two-switch sequences (Lag 10). Av-
erage performance tended to deviate from
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Fig. 9. U values in the REPEAT (open bars) and VARY (filled bars) terminal links for each condition of Experi-
ment 2. Data are averaged over six sessions. Error bars represent one standard deviation.

random in the Lag 1 condition in that one-
switch sequences were over represented and
two-switch sequences were under represent-
ed. With the Lag 10 requirement, switching
was close to random.

Choice versus Performance in the
Terminal Links

Figure 13 shows the relation between the
log proportion of REPEAT choices and the
proportion of reinforced (either by condi-
tioned and unconditioned reinforcers) se-
quences in the REPEAT terminal link. As in
Experiment 1, preference for the REPEAT
contingency varied directly with the propor-
tion of REPEAT reinforced sequences. Again,
the slope values indicate that changes in pref-
erence were greater than changes in rein-
forced sequences. Variance in the data ac-
counted for by the fitted functions averaged
92%.

The log proportion of REPEAT choices
also was analyzed as a function of the log pro-
portion of U values in the REPEAT terminal
link. Contrary to Experiment 1, an inverse re-
lation was found between preference for the

REPEAT terminal link and the degree of be-
havioral variability for the pigeons exposed to
the Lag 1–Lag 10–Lag 1 order of conditions
(R2 5 .73 for Pigeon P50, and R2 5 .80 for
Pigeon P70).

DISCUSSION

The increased preference for the REPEAT
terminal link as the lag requirement in-
creased replicated the effect obtained in the
first experiment. Here, however, the increase
occurred without the confounding effects in
Experiment 1 of either the added TO at the
end of the REPEAT terminal links or the de-
lays to unconditioned reinforcement in the
terminal links. Although the IRIs for REPEAT
were slightly longer than those for VARY, this
effect was observed similarly with the Lag 1
and Lag 10 conditions. Also, although the
IRIs were longer with Lag 10 than with Lag
1, this effect occurred for both REPEAT and
VARY terminal links. Thus the IRI bias was in
the same direction in both terminal links but
performance still tracked the lag contingency
requirement, suggesting that the IRI bias was
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Fig. 10. Percentage of reinforced sequences in the REPEAT (open bars) and VARY (filled bars) terminal links
for each condition of Experiment 2. Data are averaged over six sessions. Error bars represent one standard deviation.

not the controlling variable of the perfor-
mance.

All pigeons preferred the VARY terminal
link under the Lag 1 condition. At first
glance, it could be argued that such prefer-
ence resulted from a relatively greater reduc-
tion to conditioned reinforcement in the
VARY terminal link. That is, the pigeons
could meet the Lag 1 criterion by emitting
only the two sequences with no switches (i.e.,
LLLL or RRRR). No switching sequences im-
ply shorter delay to reinforcement than se-
quences with one or more switches, as was the
case with the REPEAT sequence (i.e., LRRR).
Several factors, however, challenge this argu-
ment. First, the switching analysis revealed
that sequences with one or more switches cor-
responded to about 80% of the total se-
quence occurrences (see Figure 12). Second,
because the number of sequences per rein-
forcer and the probability of conditioned
plus unconditioned reinforcers were similar
in the REPEAT and VARY terminal links, as
shown in Table 2 and Figure 10, respectively,
the delays to reinforcement should not differ

under both contingencies. It follows, then,
that the higher frequency of VARY choices in
the Lag 1 condition may reflect control by
variation per se. This latter result is consistent
with the finding of preference for variation
in a number of investigations of choice be-
tween fixed versus variable schedules (e.g.,
Fantino, 1967; Mazur & Romano, 1992).

Whether the U values were a good predic-
tor of preference depended on the order of
lag-criterion presentation. In the order of Lag
1–Lag 10–Lag 1, preference for REPEAT var-
ied directly with U value in the VARY termi-
nal link. This relation did not hold for the
opposite order of lag-criterion presentations.
That is, with the Lag 10–Lag 1–Lag 10 order
of conditions, changes in the lag criterion
were accompanied by changes in preference
even though the U values remained high and
similar across conditions. Although these re-
sults, by themselves, do not necessarily rule
out variation as a controlling variable of
choice, they certainly suggest that other, in-
direct, variables were affecting preference for
variation.
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Fig. 11. Frequency distributions of the 16 possible sequences in the VARY terminal link in Experiment 2. In each
graph, and for each condition, sequences are ordered from left to right, from the most to the least frequent one.
Data are averaged over six sessions.

Under the Lag 1 condition, the percentage
of correct sequences in the REPEAT and
VARY terminal links was approximately equal.
Under the Lag 10 condition, there were about
twice as many correct response sequences in
the REPEAT terminal link. Thus preference
for the REPEAT terminal link covaried with
the relative percentage of correct REPEAT se-
quences. These correct response sequences
represent a mix of those followed by uncon-
ditioned reinforcers according to the VI
schedule and those followed by conditioned
reinforcers (0.5-s hopper presentations). This
raises the possibility that the indirect variable
of greater probability of conditioned rein-
forcement in the REPEAT terminal link was
responsible for the increased preference for

that link during the Lag 10 condition. Such
an interpretation, however, is challenged by
results reported by Schuster (1969). In his Ex-
periments 3 and 4, pigeons responded on con-
current-chains schedules in which one termi-
nal link provided only unconditioned
reinforcers and the other provided both un-
conditioned reinforcers and additional stimuli
that were paired with those unconditioned re-
inforcers (which he labeled SEs). He found
that ‘‘after continued exposure to the SE
schedule, it was avoided by 7 of 9 birds’’ (p.
220). In relation to the present results, Schus-
ter’s data suggest that the larger number of
conditioned reinforcers in the REPEAT ter-
minal link would decrease, rather than in-
crease, preference for that link.
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Fig. 12. Frequency distributions of the number of switches per sequence for the VARY performance in each
condition of Experiment 2. For Pigeons P50 and P60, data are averaged over 12 sessions for Lag 1, and over six
sessions for Lag 10; for Pigeons P70 and P80, data are averaged over six sessions for Lag 1, and over 12 sessions for
Lag 10. The left columns indicate individual performances, and the right columns show average and random per-
formances.

Fig. 13. Proportion of REPEAT choices in the initial links as a function of the proportion of REPEAT reinforced
sequences in the terminal links of Experiment 2. Solid lines are fitted least-squares regression lines. Data are averaged
over six sessions.

Another indirect controlling variable may
be represented by delay to reinforcement. Al-
though the delays to unconditioned reinforc-
ers were approximately similar in both ter-
minal links, the same may not be true with
respect to the delays to conditioned reinforc-
ers. In accord with the delay reduction hy-
pothesis (Fantino, 1969; Fantino et al., 1993),

it might be argued that the increase in pref-
erence for the REPEAT terminal link, ob-
tained with the Lag 10 criterion, occurred be-
cause the high percentage of incorrect
sequences probably was accompanied by rel-
atively longer delays to the conditioned re-
inforcers. With the Lag 1 criterion, however,
because the delays to reinforcement were
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comparable across terminal links, preference
for either contingency should not develop.
The present findings are consistent with the
first (Lag 10), but not with the second (Lag
1), prediction.

GENERAL DISCUSSION

Using concurrent-chains schedules, these
two experiments support and extend Neurin-
ger’s (1992) suggestion that contingencies on
varying and repeating can affect choice. The
control of responding by contingencies re-
quiring response stereotypy or response vari-
ability was similar to that previously reported
(e.g., Cohen et al., 1990; McElroy & Neurin-
ger, 1990; Neuringer, 1991, Experiments 2
and 3; Page & Neuringer, 1985). In addition,
behavioral variation tended to change direct-
ly with the degree of variability required by
the reinforcement contingencies (cf. Morris,
1989; Page & Neuringer, 1985). Preference
for either of the two contingencies was di-
rectly related to the variability requirement.

Directly imposing the variability require-
ment in a choice procedure also brings into
play several indirect variables within the con-
current-chains procedure that may have con-
tributed to the preferences. One (differences
in reinforcement rate) was controlled in the
first experiment and others (unconditioned
reinforcement delay and TO) were controlled
in the second experiment. With these vari-
ables held constant, preference for the repeat
terminal link increased with increasing vari-
ability requirements in the VARY terminal
link.

A related but different question is whether
repetition and variation reduce to other be-
havioral processes. For example, choice could
be related to response switching, percentage
of correct sequences, reinforcement delay, or
all of the above. In the case of switching, Ma-
chado (1997) argued that variability require-
ments operate directly on switching behavior
such that variation is only a by-product of
such a process. Applying this argument to the
present data, which indicated that increases
in the lag criterion increased the number of
switches per sequence (see Figures 6 and 12),
it is plausible to assume that switching may
have influenced choice. This effect might oc-
cur because increased switching functionally
increases the number of responses. Hunzink-

er et al. (1998) noted, for example, that se-
quences with no switches (e.g., RRRR) con-
tain only four pecking responses whereas
those with three switches (e.g., RLRL) com-
prise seven responses: four pecking and three
switching responses. Thus increases in the
number of responses could affect choice by
either the effort involved or the inherently
more frequent reinforcement of the shorter
sequences.

In the case of percentage of correct se-
quences, in both experiments, increasing the
lag requirements in the terminal links de-
creased the percentage of reinforced se-
quences for all subjects. As a result, it is dif-
ficult to rule out the percentage of reinforced
sequences as a possible source of control over
choice when VARY and REPEAT contingen-
cies operate. If increasing the lag require-
ment does decrease the percentage of rein-
forced sequences, then the resistance to
change of those sequences also might be
weakened because responding correlated
with less probable reinforcement is less resis-
tant to change than responding where rein-
forcement is more probable (Nevin, 1974).
Thus, under this circumstance, the less vari-
able responding would be more resistant to
change than would be the more variable.

At first glance, these latter findings appear
to contradict those of Doughty and Lattal
(2001), who showed that variable response se-
quence production is more resistant to
change than repeat sequence production.
Doughty and Lattal, however, held reinforce-
ment probability constant for the repeat and
vary sequences, thereby eliminating rein-
forcement differences as a factor in their re-
sults. Their results, along with an observation
of Nevin and Grace (2000) and the present
data, do raise a theoretical question about the
relation between resistance to change of re-
peat and vary sequences and choice. Nevin
and Grace concluded that preference and re-
sistance to change are positively correlated.
As noted, Doughty and Lattal concluded that
varied response sequences are more resistant
to change than repeated ones. Thus their
data would predict that, under the parame-
ters of their experiment, there would be pref-
erence for the VARY requirement. The pre-
sent results, however, may qualify this
prediction in the following way. Because
there was not always greater preference for
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the VARY requirement over the REPEAT re-
quirement during each of the different lag
requirement conditions of the present exper-
iment, greater resistance to change would be
predicted to occur only under contingencies
giving rise to greater preference for the VARY
condition. Furthermore, the relation may not
be a simple either–or one but rather may be
a graded function of the degree of prefer-
ence or, going the other way, resistance to
change.

Although delays to either unconditioned
or conditioned reinforcement were not mea-
sured, the analysis of the switching responses
as well as the percentage of reinforced se-
quences suggest that increases in the lag re-
quirement were probably followed by relative-
ly greater reduction in time to REPEAT
reinforcement. As a consequence, the delay
reduction hypothesis would predict an in-
creasing preference for the REPEAT terminal
link (Fantino, 1969; Fantino et al., 1993). It
is important to note, however, that when the
terminal links comprise multiple reinforcers,
the delay to each reinforcer, not only the de-
lay to the first reinforcer (as in Fantino’s stud-
ies), may differentially contribute to prefer-
ence. In a study by Shull et al. (1981,
Experiment 2), for example, when the delays
to the first and third reinforcers were main-
tained constant, preference decreased as the
delay to the second reinforcer increased. A
similar effect was obtained when four rein-
forcers were available and only the delay to
the third reinforcer was manipulated. Also,
the magnitude of changes in preference was
greater with manipulations of the delay to the
second than to the third reinforcer (see also
Mazur, 1986; McDiarmid & Rilling, 1965).
These findings indicate that measuring time
to reinforcement from the onset of the
choice period to the delivery of the last re-
inforcer available in multiple-reinforcers ter-
minal links may not produce results compa-
rable to those obtained with standard-delay
studies in which time to the first reinforcer is
the critical variable.

Although the present results suggest that
the indirect variables discussed so far may be
better predictors of preference between vary-
ing and repeating behavior than the U values,
they do not rule out behavior variation per
se as a contributor to preference. Two aspects
of the present data suggest that variation may

be a critical variable. First, when delay to un-
conditioned reinforcement was held constant
across terminal links, preference for REPEAT
varied inversely with the U values in the VARY
terminal link for 2 pigeons (P50 and P60).
Second, and most important, greater prefer-
ence for VARY was observed for all pigeons
in both experiments when the Lag 1 condi-
tion was in effect. That is, when switching,
probability of reinforcement and delay to re-
inforcement were constant such that the ter-
minal links differed primarily with respect to
varying or repeating behavior, preference for
variation occurred. This finding may be re-
lated to that reported by Catania (1975,
1980). In his studies, pigeons were exposed
to a concurrent-chains schedule and required
to choose between a terminal link with two
keys correlated with concurrent fixed-interval
(FI) schedules (free choice) and a terminal
link with only one FI key (forced choice).
The values of the FI schedules were identical
in both terminal links. This arrangement is
comparable to that of the Lag 1 condition.
The forced-choice terminal link resembles
the REPEAT terminal link in that both in-
cluded only one alternative to reinforcement,
responding on a single key or emitting a spe-
cific sequence, respectively. The free choice
and the VARY terminal links comprised a
greater number of alternatives to reinforce-
ment, responding on two keys or emitting up
to 16 different sequences (although the pi-
geons developed a stereotyped pattern of
three or four sequences), respectively. Also,
the probability and delay to reinforcement
were identical in both free- versus forced
choice, and REPEAT versus VARY, terminal
links. With both arrangements, as with Cata-
nia’s experiments, preference for the termi-
nal link providing variable alternatives to re-
inforcement was observed.

One question that follows from the present
results is that of why a systematic relation be-
tween preference and behavior variability was
not observed with more stringent lag criteria,
that is, the question of why preference for var-
iation decreased as higher levels of behavior
variability were required for reinforcement.
The findings from the present experiment
suggest that when behaving repetitively or
variably are similarly adaptive (as in the Lag
1 condition), preference for variation is ob-
served. But when the task of generating new



167VARIATION, REPETITION, AND CHOICE

response sequences increasingly leads to less
profitable consequences (lower probability of
reinforcement, longer delays to reinforce-
ment), as in the Lag 5 and Lag 10 conditions,
preference for repetition progressively in-
creases.

The present results also revealed higher-or-
der stereotypies in the VARY terminal link.
That is, variation in behavior was just enough
to meet the contingency. Although 16 differ-
ent sequences could be emitted with similar
frequencies, the pigeons developed a pre-
dominant pattern of about three (in the Lag
1 condition) or eight (in the Lag 5 condi-
tion) sequences, an efficient strategy in those
conditions. With the most stringent criterion
(Lag 10), however, sequence stereotypy was
not observed in that the pigeons tended to
emit all sequences with equal probability.
These findings are consistent with previous
reports of higher-order stereotypies with hu-
mans (Barret, Deitz, Gaydos, & Quinn, 1987;
Schwartz, 1982b). Considering that stereotypy
occurred within a context of variable behav-
ior, it can be argued that reinforcement main-
tained variability while at the same time se-
lected particular instances of behavior within
the range of variation. That is, because rein-
forcers lead to repetition, it is not surprising
that repetitions occurred in both terminal
links. But the occurrence of repetitions also
depended on the extent to which they were
allowed by the contingency. Neuringer
(1993) demonstrated that reinforcement
could promote variation and selection simul-
taneously. Another possibility is that stereo-
typy may reflect efficient responding, as sug-
gested by Schwartz (1982a).

In both of the present experiments, during
exposure to a shorter lag requirement after
exposure to a longer one, variability tended
to remain as high or nearly as high under the
shorter requirement as it was under the pre-
ceding longer one. This probably was because
the previously established performance still
met the new, shorter criterion. Indeed, it is
possible that under these conditions the
shorter lag contingency may not even be con-
tacted. These results are related to a finding
reported by Hunziker et al. (1998). Rats com-
pleted a fixed-ratio (FR) 4 requirement with
two operanda available for responding. If the
FR 4 condition was preceded by a condition
requiring a sequence of four responses under

a Lag 4 contingency, responding under the
subsequent FR 4 schedule was more variable
than if the FR 4 requirement was not preced-
ed by the Lag 4 requirement. The reinforce-
ment rates between the FR and the lag re-
quirement condition were equated through a
yoking procedure. Unlike the present exper-
iment, however, Hunziker et al. found that
the variability decreased with continued ex-
posure to the FR schedule after the lag re-
quirement condition. This difference at least
in part may be because, contrary to Hunziker
et al.’s procedure, in which sequence varia-
tion was no longer required when contingen-
cies were changed from Lag 4 to FR 4, in the
present procedures some degree of variation
still was required after contingencies were
changed from a longer to a shorter lag cri-
terion (e.g., from Lag 10 to Lag 1).

More generally, the present findings also
bear on an understanding of creativity. Cre-
ative behavior corresponds to unique combi-
nations of previously selected responses
evoked by a new environment (Donahoe &
Palmer, 1994). When the environment chang-
es and novel forms of behavior are required
for reinforcement, the already selected re-
sponses set a context for new combinations.
The greater the variety of responses available
in the behavioral repertoire of an individual,
the greater the number of possible combi-
nations, that is, the more ‘‘creative’’ the be-
havior is labeled. Thus one way to promote
creative behavior is by arranging contingen-
cies that select behavioral variability. If, how-
ever, the task of generating new behavior be-
comes too difficult and there are alternatives
to varying behavior, the present data suggest
that behaving creatively may be less pre-
ferred. Given the benefits of creative behav-
ior, for example, scientific and technological
innovation, it becomes important, through
experimental research like that described
here, to better understand the controlling
variables of choosing creative over repetitive
behavior.
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